Big Data Analytics: Why Sharing Scans Is Not Enough
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Sharing and parallelism: friends or foes?

50% of analytical applications will have 100s-
1000s of concurrent clients by 2015*

Sharing only scans misses out on performance
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Sharing Efficiency vs. Parallelism
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Optimizing for Latency and Throughput

Machine: 2x8-core Xeon, 64 GB RAM. Storage manager: Shore-

PrOaCtive Sha ring MT+Qpipe+CJOIN. Workload: Star-schema benchmark

SELECT * EROM A B SELECT * EROM A B 256 concurrent SSB Q32 queries
Q, WHERE A.c,=B.c, Q, WHERE A.c, = B.c, 35 | mRe-active
AND o(A) AND o(B) AND o’(A) AND ¢’(B) |
30 - MPro-active
n Proactive with Reactive L c  ldeal
)
A columns | B columns v'Collapses common sub-plans & 0
) Tuple through shared operators 3
— ° : |
> 4 [Ee +bitmap ¥ Collapses the bits of 2 .
| + bitwise | @ common sub-plans &
A columns B columns .. .
; AND ; v Eliminates unnecessary >
book-keeping overhead 0
0 < éj - = jj—> 0 1 128 256 512 1024 3750
# of possible different plans
Optimize for Throughput —
v'Shared operators built up to expect a  Restveand Proscive ) B R B h
high number of concurrent queries (7] e— :

256 512 1024 Random
# of possible different plans

#cores: 1 .
16 . 10 - -
g . |
#different plans: 8
|- - :
TN |
5
.« Full sharing vs Shared scans (Precalculated) 4
‘) 3
Close menu 2 |
1
J ¢ 1 64 128

DATA-INTENSIVE APPLICATIONS AND SYSTEMS



